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Figure 1: The Set the Stage interaction space. The top row illustrates the three roleplaying metaphors—Director, Puppeteer, and
Wizard—each offering a distinct mode of control. The bottom row shows a gesture vocabulary of hand and finger movements
that can be combined and repurposed to expand the interaction space and support a variety of application scenarios.

Abstract

Gestures are an expressive input modality for controlling multiple
robots, but their use is often limited by rigid mappings and recog-
nition constraints. To move beyond these limitations, we propose
roleplaying metaphors as a scaffold for designing richer interac-
tions. By introducing three roles: Director, Puppeteer, and Wizard,
we demonstrate how narrative framing can guide the creation of di-
verse gesture sets and interaction styles. These roles enable a variety
of scenarios, showing how roleplay can unlock new possibilities for
multi-robot systems. Our approach emphasizes creativity, expres-
siveness, and intuitiveness as key elements for future human-robot
interaction design.

CCS Concepts

+ Human-centered computing — Gestural input; Interaction
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1 Introduction

Interacting with multiple robots is becoming an increasingly rele-
vant challenge as robots are gradually integrated into homes, stu-
dios, classrooms, and performance spaces [3, 8, 19, 20]. In these
contexts, gesture-based interaction presents itself as a powerful and
expressive modality. However, the design of gesture interfaces for
multi-robot systems remains limited [1, 10]. Most systems rely on
static mappings between gestures and robot actions [9, 11, 13, 21],
often optimized for task efficiency or recognition accuracy rather
than user expressiveness or adaptability [14]. These constraints
restrict creativity and make it difficult for users to develop rich,
meaningful interactions with robots [17].

In this work, we present Set the Stage, an interaction space that
uses roleplaying metaphors [15, 22] to scaffold gesture-based inter-
action with multiple robots [4]. Rather than assigning gestures to
isolated commands, we frame interaction through three performa-
tive roles: (i) Director, (ii) Puppeteer, and (iii) Wizard, each offering
a distinct gestural vocabulary and control logic. These metaphors
are drawn from familiar narrative structures [5, 16]: a director
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Figure 2: Left: The interaction stage includes robots, and a
spotlight, with the user standing front-facing and a gesture-
tracking camera positioned at the side. Right: The custom-
built robot features dual N20 DC motors, rubber wheels, an
ESP32 microcontroller, and an LED strip, all powered by a
3.7V LiPo battery and enclosed in a compact 3D-printed chas-
sis.

choreographs, a puppeteer animates, and a wizard casts. Fram-
ing gestures in this way helps users conceptualize robot control
not just as command issuance, but as expressive, semi-structured
performance [2].

By grounding gesture design in metaphor and narrative struc-
ture [6, 12], our approach enables more flexible, imaginative, and
improvisational interactions even when working with a limited set
of gesture-to-action mappings. A small set of roles can already un-
lock a wide range of application scenarios, illustrating how roleplay
can serve as a creative scaffold for future gesture design [7, 18]. Set
the Stage thus contributes a design perspective that shifts gesture-
based HRI beyond technical recognition constraints and into a space
of play, narrative thinking, and expressive interaction with partic-
ular focus to contexts such as teaching, storytelling, prototyping,
and even live performance.

2 Set the Stage Interaction Space

Building on the conceptual framing introduced in Section 1, we de-
veloped Set the Stage as an interaction space that brings roleplaying
metaphors into embodied actions with multiple robots (see Fig-
ure 2). Set the Stage uses three narrative roles namely Director,
Puppeteer, and Wizard to organize and re-purpose a limited set of
gestures into meaningful, context-driven robot behaviors. These
metaphors offer users distinct modes of interaction, each framing
gesture use in a different way and enabling varied applications
despite working with the same foundational gesture set.

Director: As a Director, the user treats the robot group as an en-
semble cast on stage. Inspired by how theater directors use hand
signals to guide actors, this role frames gestures as direct, high-level
commands for collective movement. For example, pushing an open
palm forward drives the robot group ahead, while pulling a fist
back initiates reverse motion. A rotating wrist gesture, preceded by
a grasp, causes the group to pivot left or right (see Figure 1 top left).
Though simple, these movements are choreographed with how
the Director navigates the group through scenes, avoids obstacles,
and positions the swarm into spotlights, creating a structured and
narrative-driven spatial flow.
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Extending this metaphor, the Director can re-purpose the very
same gesture set to craft tightly synchronized, dance-like sequences.
By chaining simple cues such as forward, backward, rotate into
timed patterns, the ensemble transitions from mere locomotion to
expressive group choreography. These scripted motions transform
the stage into a dance stage, where consistency of timing and spac-
ing amplifies narrative impact while still leveraging the Director’s
concise, high-level command vocabulary.

Puppeteer: The Puppeteer engages at a more granular level, con-
trolling individual robots through finger-based gestures. Each robot
is linked to a finger, turning the hand into a living marionette con-
troller. Flicking a finger forward moves its corresponding robot,
while collective movements (e.g., forming a fist and rotating the
wrist) trigger synchronized responses. In our implementation, these
robots take on the roles of characters from Old MacDonald Had a
Farm (see Figure 1 top middle), with the Puppeteer guiding them
into position in a sequenced narrative. This role showcases how
a simple gesture vocabulary can be reused in precise, character-
driven contexts.

Given that individual fingers can already control specific robots
(or groups), what if the marionette metaphor extended beyond the
cast? We could imagine using the same fine-grained gestures not
only to animate robots, but also to interact with elements of the
environment such as props, lighting, or backdrops. For example,
hand-based gestures of the Director allow switching control modes
between characters and stage elements, while finger gestures could
sequence or “cue” both robot and prop actions into a coordinated
storyline. This opens the door for richer, narrative-driven interac-
tion where the user becomes both performer and stage manager.

Wizard: Finally, the Wizard role re-imagines gesture as magical
casting. The user’s index finger becomes a wand, performing swift
directional swishes and flicks to trigger visual and behavioral effects.
A vertical flick toggles the robots’ lights, while horizontal swishes
combine rotation and movement to choreograph group actions
(see Figure 1 top right). Here, gestures are not just commands.
Instead, they are spells that animate the robots into dramatic light
and motion effects. In our prototype, this role enables the user to
simulate a lightning effect, using rapid gesture sequences to create
dynamic, audiovisual patterns.

What if we combined the wand-like swishes and flicks of the Wiz-
ard with the precise, finger-based control of the Puppeteer? Fingers
could guide individual robots to specific positions on stage, while
swishes synchronize their LED lights as they move or perform. This
combination could enable choreographed sequences illustrating
how constellations align, how each fairy blesses Sleeping Beauty
in a familiar animated tale, or how drones are coordinated during a
nighttime search-and-rescue mission. The gestures remain simple:
swish, flick, poke, repeat, just like your fairy godmother might
have done, but behind them lies a rich language for expressive,
multi-robot storytelling.

3 Conclusion and Future Work

In this work, we introduced Set the Stage, a gesture-based interac-
tion paradigm for controlling multiple robots through roleplaying
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metaphors: Director, Puppeteer, and Wizard. Each role reframes
a limited gesture set into distinct interaction styles, enabling a
broader range of expressive, narrative-driven behaviors. Across all
roles, gestures are intentionally reused and repurposed, highlight-
ing how metaphor extends their meaning and application beyond
their limited gesture mappings. This layering of narrative struc-
ture onto physical input acts as a creative scaffold, allowing users
to explore richer interaction possibilities within the same gesture
space.

While we have yet to conduct user studies, we view this work as a
starting point for rethinking how metaphors can guide multi-robot
interaction design. Future work includes evaluating usability, ex-
pressiveness, and creativity support through controlled studies, and
exploring new role metaphors that further expand opportunities
for improvisational and storytelling-based interaction.
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